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## 1) What is a Data Structure?

A **Data Structure** is a data object together with the relationships that exists among the instances & among the individual elements that compose an instance.

## 2) What are the types of Data Structures and give examples?

There are two types of Data Structures:

1. **Linear Data Structures:** A data structure is said to be linear if the elements form a sequence. It is sequential and continues in nature i.e. access the data in sequential manner.

In linear data structure we can not insert an item in middle place and it maintains a linear relationship between its elements

egs: Array, Linked list, Stack, Queue, Dequeue etc.

1. **Non Linear Data Structures:** A data structure is said to be non-linear if elements do not form a sequence. (Not sequential).

It does not maintain any linear relationship between their elements. Every data item is attached to several other data items in a way that is specific for reflecting relationships. The data items are not arranged in a sequential structure.

egs: Trees, Graphs.

**3) What is a Singly Linked List?**

Singly Linked List is a Sequence of dynamically allocated Storage elements, each element of which contains a pointer to its successor. A pointer to the first element of the list is called as head and a pointer to the last element of the list is called as tail used to keep track of the list elements.

## 4) What is Doubly Linked List?

In Doubly Linked List each element contains two pointers: One Pointer points to its successor and another to its predecessor (previous element).It is also called as two way linked list (traversing can be done in both directions).

## 5) Differentiate Array and Linked List?

|  |  |
| --- | --- |
| **Array** | **Linked List** |
| 1.Size of the array is fixed | 1.Size of the linked list is not fixed |
| 2. Memory is allocated Statically (or)  Dynamically (at run time).  (If the memory is allocated for an array Statically(at compile time) it is called Static Array and if memory is allocated at run time (dynamically)using operator new it is  called Dynamic Array) | 2. Memory is allocated dynamically (at  runtime). |
| 3.Memory wastage will be there if all the  array positions are not utilized | 3.Memory is not wasted as only Required  memory is allocated |

## 6) What is a Stack? (LIFO Data Structure)

Stack is an ordered collection of items into which items can be inserted and deleted from only one end called as “Top” of the Stack. It is also called as LIFO list.(Last In First Out).

## 7) What is Stack Underflow?

Is Stack is empty and POP operation is performed it is not possible to delete the items.

This situation is called Stack Underflow.

## 8) What is Stack Overflow?

If Stack is full and PUSH operation is performed it is not possible to insert or Push the new items into the stack. This situation is called Stack Overflow.

## 9) What are the Applications of Stack?

i) Stacks are used to convert Infix expression into Postfix.

* 1. Stacks are used to Evaluate Postfix Expression.
  2. Stacks are used in recursion etc.

## 10) What is the use of Postfix expressions?

Postfix Expressions are easy to evaluate as postfix expressions does not make use of operator precedence not does it require the use of parenthesis.

## 11) What is a Queue?

It is an ordered collection of items into which items can be inserted from one end called as REAR end and items are deleted from other end called as FRONT end of the Queue. It is also called as FIRST IN FIRST OUT (FIFO) LIST).

## 12) What are the applications of Queues?

i) Queues are used in Breadth First Traversal of a Tree.

ii) Queues are used in implementation of Scheduling algorithms of Operating Systems.

## 13) What is a Circular Queue?

In Circular Queue, the first position of the array is kept behind the last position of the array.

## 14) Differentiate Linear Queue and Circular Queue?

In Linear Queue once the queue is full and the deletion is performed, even if first position is free(vacant) it is not possible to insert the item in that position whereas in Circular Queue it is possible since the first position is kept behind the last position.

## 15) What is Dequeue? (Double Ended Queue)

In Double Ended Queue insertion and deletion are possible from both the ends.

## 16) What is a Tree?

Tree is a finite non-empty set of nodes with the following properties:

1. A designated node of the set is called as root of the tree and
2. The remaining nodes are partitioned into n>=0 subsets, each of which is a tree.

**Degree of a node:** The number of sub trees attached to a node is called degree of that node and the maximum degree of any node in a tree is called **degree of that tree.**

Nodes that have degree zero are called **Leaf or Terminal Nodes**. Consequently, the other nodes are referred to as **Non-Terminals.**

The **Level of a node** is defined by letting the root be at level o or 1.

The **height or depth of a tree** is defined to be the maximum level of any node in the tree.

## 17) What is a Binary Tree?

A Binary tree T is a finite set of nodes with the following properties:

1. Either the set is empty, T=Ø or
2. The set consists of a root and exactly two distinct binary trees TL and TR,T={r,TL,TR}.TL is the left subtree and TR is the right subtree of T.

## 18) What is a Full (perfect) Binary Tree?

If a binary tree of height ‘h’ has exactly **[2h+1 -1]** nodes then that binary tree is called as Full Binary Tree.

**19) What is Tree Traversal? List different Tree Traversal Techniques?**

Visiting all nodes of a tree exactly once in a systematic way is called Tree Traversal.

Different types of tree traversals are

* 1. **Depth First Traversals**: PREOREDER (N L R) ,INORDER (L N R) & POSTORDER (L R N) Traversals.
  2. **Breadth First Traversal** (or) **Level Order Traversal** (Visiting Level by level from left to right)

## 20) What is a Binary Search Tree? Give one example?

A Binary Search Tree T is a finite set of keys. Either the set is empty T=Ø ,or the set consists of a root “r” and exactly two binary search trees TL and TR,T = {r,TL,TR} with the following properties:

1. All the keys contained in the left subtree are less than the root key.
2. All the keys contained in the right subtree are larger than the root key. [Note: Duplicates are not allowed in a Binary Search Tree]

## 21) What is the best, average and worst case time complexity of insertion, deletion and

**Search operations in a Binary Search Tree?**

In Best and Avg case **O(log n)** and in Worst case **O(n).**

## 22) What is an AVL Search Tree? What is AVL Balance Condition?

An AVL Search Tree is a balanced binary search tree. An empty binary tree is AVL balanced. A non – empty binary tree, T={r,TL,TR} is AVL balanced if both TL & TR are AVL balanced and | hL – hR | <=1,

Where : hL is the Height of the left subtree and hR is the Height of the right subtree

## 23) What is a Complete Binary Tree?

Complete Binary Tree is a binary tree T = {r,TL,TR} with the following properties: If “i” is the index of any node in a complete binary tree then:

1. The parent of “i” is at position “i/2” [if i=1 it is the root node and has no parent]
2. The left child of node “i” is at position “2i” [if 2i>n then no left child exists]
3. The right child of node “i” is at position “2i+1” [if 2i+1>n then no right child exists

## 24) List one application of trees (Search trees)?

Search trees are used to implement dictionaries.

## 25) What is Priority Queue and differentiate Priority Queue and Queue?

In Priority Queue each item is associated with a priority.

In Priority Queue items can be inserted arbitrary order but the items are deleted based upon the priority that is the item with highest priority is deleted first. Whereas in Queue the items are inserted from rear end and deleted from front end and the item which is inserted first is deleted first (FIFO).

## 26) What is a Min Heap?

Min Heap is a Complete Binary Tree in which the key value at parent is always less than or equal to its child values.

## 27) What is a Max Heap?

In Max Heap the key value at parent is always larger or equal to its child values.

## 28) What is a (Binary) Heap?

A (Binary) Heap is a Complete Binary Tree with Heap Ordered Property (Min Heap or Max Heap) **[Note: Duplicates are allowed in a Heap]**

## 29) What is a Graph? Name various Graph Representation Techniques?

A Graph G = (V,E) is Set of Vertices and Edges.

A Graph can be represented as an Adjacency Matrix (or) as an Adjacency List.

## 30) What is difference between a Graph and a Tree?

A Graph contains Cycles (loops) but a Tree does not contain any cycles. [A Tree contains a root node but Graph does not contain the root node.]

## 31) What is a Spanning Tree?

A Spanning Tree T = (V', E') is a Sub Graph of G = (V,E) with following properties:

1. V = V' [The vertices in a graph and spanning tree are same]
2. T is Acyclic.
3. T is connected.

[Note: I f Graph has “n” vertices the Spanning Tree contains exactly “n - 1” edges]

## 32) Name the methods to construct a Minimum cost Spanning Tree?

Prim’s method and Kruskal’s method.

## 33) What is Linear Search? What is the time complexity of searching an item in a list using linear search?

In linear search the item to be searched is compared with each item starting with the item in the first position of the array until the item is found or all the items of the array. The time complexity of linear search in Worst case is **O(n).**

## 34) What is Binary Search method?

Binary Search method can be used only if the list is Sorted. In binary search method first the array is divided in to two by finding the mi position of the array and the item to be searched is compared with the mid value.

**35) What is Sorting?**

Arranging the elements in (ascending or descending) some particular order is called Sorting.

## 36) Study the procedure of following Sorting techniques?

i) MERGE SORT ii) QUICK SORT iii) INSERTION SORT iv) SELECTION SORT

v) HEAP SORT

## 37) Time complexities of Sorting Techniques:

|  |  |  |  |
| --- | --- | --- | --- |
| SORTING  TECHNIQUE | BEST CASE | AVG CASE | WORST CASE |
| **INSERTION SORT** | **O(n)** | **O(n2)** | **O(n2)** |
| **SELECTION SORT** | **O(n2)** | **O(n2)** | **O(n2)** |
| **MERGE SORT** | **O(n log n)** | **O(n log n)** | **O(n log n)** |
| **QUICK SORT** | **O(n log n)** | **O(n log n)** | **O(n2)** |
| **HEAP SORT** | **O(n log n)** | **O(n log n)** | **O(n log n)** |

## 38) Comparison between Quick Sort and Heap Sort?

If the size of the array to be sorted is very large the Heap sort is efficient than Quick sort since in worst case the time complexity of Heap sort remains same as O (n log n) but Quick Sort time complexity changes to O (n2).But if the size of the Array is small then Quick sort is efficient than Heap sort

## 39) What is Hashing?

Hashing is used to determine the position of a Key by using the Key itself. To determine the position of the key it makes use of Function called Hash function.

A **hash function** takes a group of characters (called a key) and maps it to a value of a certain length (called a hash value or hash). The hash value is representative of the original string of characters, but is normally smaller than the original.

(or)

A **hash function** maps a key into a bucket in the hash table.

## 40) List different Hashing methods.

i) Division method ii) Mid Square method iii) Folding method iv) Digit Analysis method
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